**How to Read the Output From Simple Linear Regression Analyses**

This is the typical output produced from a simple linear regression of muscle strength (STRENGTH) on lean body mass (LBM). That is, lean body mass is being used to predict muscle strength.

|  |  |  |  |
| --- | --- | --- | --- |
| **Model Summary(b)** | | | |
| **R** | **R Square** | **Adjusted R Square** | **Std. Error of the Estimate** |
| .872(a) | .760 | .756 | 19.0481 |
| a Predictors: (Constant), LBM | | | |
| b Dependent Variable: STRENGTH | | | |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **ANOVA** | | | | | |
| **Source** | **Sum of Squares** | **df** | **Mean Square** | **F** | **Sig.** |
| **Regression** | 68788.829 | 1 | 68788.829 | 189.590 | .000 |
| **Residual** | 21769.768 | 60 | 362.829 |  |  |
| **Total** | 90558.597 | 61 |  |  |  |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Coefficients** | | | | | | | |
| **Variable** | **Unstandardized Coefficients** | | **Standardized Coefficients** | **t** | **Sig.** | **95% Confidence Interval for B** | |
| **B** | **Std. Error** | **Beta** | **Lower Bound** | **Upper Bound** |
| **(Constant)** | -13.971 | 10.314 |  | -1.355 | .181 | -34.602 | 6.660 |
| **LBM** | 3.016 | .219 | .872 | 13.769 | .000 | 2.577 | 3.454 |

**Table of Coefficients**

The column labeled **Variable** should be self-explanatory. It contains the names of the items in the equation and labels each row of output.

The **Unstandardized coefficients (B)** are the regression coefficients. The regression equation is

STRENGTH = -13.971 + 3.016 LBM

The predicted muscle strength of someone with 40 kg of lean body mass is

-13.971 + 3.016 (40) = 106.669

For cross-sectional data like these, the regression coefficient for the predictor is the difference in response per unit difference in the predictor. For longitudinal data, the regression coefficient is the change in response per unit change in the predictor. Here, strength differs 3.016 units for every unit difference in lean body mass. The distinction between cross-sectional and longitudinal data is still important. These strength data are cross-sectional so differences in LBM and strength refer to differences between people. If we wanted to describe how an individual's muscle strength changes with lean body mass, we would have to measure strength and lean body mass as they change within people.

The **Standard Errors** are the standard errors of the regression coefficients. They can be used for hypothesis testing and constructing confidence intervals. For example, the standard error of the STRENGTH coefficient is 0.219. A 95% confidence interval for the regression coefficient for STRENGTH is constructed as (3.016 ![http://www.jerrydallal.com/lhsp/symbol/pm.gif](data:image/gif;base64,R0lGODlhDgAQAPAAAP///wAAACwAAAAADgAQAAACGoSPqavB6d6JEtAWss7v9mp4jAhC21am6lEAACH/C01hdGhUeXBlMDAxygUBAAQARFNNVDQAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSGsQCxAAAAOw==) *k* 0.219), where *k* is the appropriate percentile of the t distribution with degrees of freedom equal to the Error DF from the ANOVA table. Here, the degrees of freedom is 60 and the multiplier is 2.00. Thus, the confidence interval is given by (3.016 ![http://www.jerrydallal.com/lhsp/symbol/pm.gif](data:image/gif;base64,R0lGODlhDgAQAPAAAP///wAAACwAAAAADgAQAAACGoSPqavB6d6JEtAWss7v9mp4jAhC21am6lEAACH/C01hdGhUeXBlMDAxygUBAAQARFNNVDQAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSGsQCxAAAAOw==) 2.00 (0.219)). If the sample size were huge, the error degress of freedom would be larger and the multiplier would become the familiar 1.96.

The **Standardized coefficients (Beta)** are what the regression coefficients would be if the model were fitted to standardized data, that is, if from each observation we subtracted the sample mean and then divided by the sample SD. People once thought this to be a good idea. It isn't, yet some packages continue to report them. Other packages like SAS do not. We will discuss them later when we discuss multiple regression.

The **t** statistic tests the hypothesis that a population regression coefficient ![http://www.jerrydallal.com/lhsp/symbol/beta.gif](data:image/gif;base64,R0lGODlhDQAVAPAAAP///wAAACwAAAAADQAVAAACIoSPqcsd0QCUbBqLMD7wbZ4t2zcqZfKAppSK0fVS8UzXSQEAIf8LTWF0aFR5cGUwMDHKBQEABABEU01UNAAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIayA2IAAAA7) is 0, that is, H0: ![http://www.jerrydallal.com/lhsp/symbol/beta.gif](data:image/gif;base64,R0lGODlhDQAVAPAAAP///wAAACwAAAAADQAVAAACIoSPqcsd0QCUbBqLMD7wbZ4t2zcqZfKAppSK0fVS8UzXSQEAIf8LTWF0aFR5cGUwMDHKBQEABABEU01UNAAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIayA2IAAAA7) = 0. It is the ratio of the sample regression coefficient B to its standard error. The statistic has the form (estimate - hypothesized value) / SE. Since the hypothesized value is 0, the statistic reduces to Estimate/SE. If, for some reason, we wished to test the hypothesis that the coefficient for STRENGTH was 1.7, we could calculate the statistic (3.016-1.700)/0.219.

**Sig.** labels the **two-sided P values** or **observed significance levels** for the t statistics. The degrees of freedom used to calculate the P values is given by the Error DF from the ANOVA table. The P value for the independent variable tells us whether the independent variable has statistically signifiant predictive capability.

In theory, the P value for the constant could be used to determine whether the constant could be removed from the model. In practice, we do not usually do that. There are two reasons for this.

1. When there is no constant, the model is

Y = b1 X ,

which forces Y to be 0 when X is 0. Even this is condition is appropriate (for example, no lean body mass means no strength), it is often wrong to place this constraint on the regression line. Most studies are performed with the independent variable far removed from 0. While a straight line may be appropriate for the range of data values studied, the relationship may not be a straight line all the way down to values of 0 for the predictor.

1. Standard practice (hierarchical modeling) is to include all simpler terms when a more complicated term is added to a model. Nothing is simpler than a constant. So if a change of Y with X is to be place in a model, the constant should be included, too. It could be argued this is a variant of (1).

**The Analysis of Variance Table**

The **Analysis of Variance** table is also known as the **ANOVA table** (for ANalysis Of VAriance). It tells the story of how the regression equation accounts for variablity in the response variable.

The column labeled **Source** has three rows: Regression, Residual, and Total. The column labeled **Sum of Squares** describes the variability in the response variable, Y.

The total amount of variability in the response is the **Total Sum of Squares**, ![http://www.jerrydallal.com/lhsp/pix/slre5.gif](data:image/gif;base64,R0lGODlhTgAaAPAAAP///wAAACwAAAAATgAaAAACk4SPqcvtD6OctNqLs94chcB84kh2pgECqfI17QmvrJzQHuzYaq7vS68hiVA1yCsCxN2ISVTz8FSmRsgn7XisYK+WbGgGzWCL3aZuGhKeiWSt8ccWx8PuN8uHd68p0Ty0/+BFJwHolydI+DWRZMPVxucCGXkHspcIVMjYM3THh+mpRlWmVBUqSoqaqrrK2ur6CltRAAAh/wtNYXRoVHlwZTAwMf8FAQAEAERTTVQ0AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMAEEAAAQACAIIoAAIAg3kAAwAbAAALAQACAINpAAABAQAKAgSGEiItAgGDeQAGABEAAgCCKQADABwAAAsaAQEBAAIAiDIAAAAAAQEBAQ0CBIYRIuUAAAAAOw==). (The row labeled **Total** is sometimes labeled **Corrected Total**, where *corrected* refers to subtracting the sample mean before squaring and summing.) If a prediction had to be made without any other information, the best that could be done, in a certain sense, is to predict every value to be equal to the sample mean. The error--that is, the amount of variation in the data that can't be accounted for by this simple method--is given by the Total Sum of Squares.

When the regression model is used for prediction, the error (the amount of uncertainty that remains) is the variability about the regression line, ![http://www.jerrydallal.com/lhsp/pix/slre4.gif](data:image/gif;base64,R0lGODlhUgAaAPAAAP///wAAACwAAAAAUgAaAAACmoSPqcvtD6OctNqLs978htB84kh2ZgIC6fKF6wm9sdMyMnJ3YM4/tZJTwQ6rHi7ymw0nRWEsCFwyDSNJ0oYqQn1arOXKAjYxv+CWdjaaSWAn9BxSoqib1NuDDI+/zj6Rnyemk1YBdzRHZBiWiDgV10gH6Xj4R7HVs7No5VcZOcmyZsQkyvnEVvKlyEV2yib1ChsrO0tba3trWwAAIf8LTWF0aFR5cGUwMDH/BQEABABEU01UNAAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQADABBAAAEAAgCCKAACAIN5AAMAGwAACwEAAgCDaQAAAQEACgIEhhIiLQIBg3kABgAJAAMAGwAACwEAAgCDLGkAAAEBAAoCAIIpAAMAHAAACwEBAQACAIgyAAAAAAEBAQENAgSGESLlAAAAADs=). This is the **Residual Sum of Squares** (*residual* for *left over*). It is sometimes called the Error Sum of Squares. The **Regression Sum of Squares** is the difference between the **Total Sum of Squares** and the Residual Sum of Squares. Since the **total sum of squares** is the total amount of variablity in the response and the **residual sum of squares** that still cannot be accounted for after the regression model is fitted, the **regression sum of squares** is the amount of variablity in the response that is accouned for by the regression model.

Each sum of squares has a corresponding degrees of freedom (DF) associated with it.  Total df is *n-1*, one less than the number of observations. The Regression df is the number of independent variables in the model. For simple linear regression, the Regression df is 1. The Error df is the difference between the Total df and the Regression df. For simple linear regression, the residual df is *n-2*.

The **Mean Squares** are the Sums of Squares divided by the corresponding degrees of freedom.

The **F** statistic, also known as the **F ratio**, will be described in detail during the discussion of multiple regression. When there is only one predictor, the F statistic will be the square of the predictor variable's t statistic.

**R²** is the squared multiple correlation coefficient. It is also called the **Coefficient of Determination**. R² is the Regression sum of squares divided by the Total sum of squares, RegSS/TotSS. It is the fraction of the variability in the response that is fitted by the model. Since the Total SS is the sum of the Regression and Residual Sums of squares, R² can be rewritten as (TotSS-ResSS)/TotSS = 1- ResSS/TotSS. Some call R² *the proportion of the variance explained by the model*. I don't like the use of the word *explained* because it implies causality. However, the phrase is firmly entrenched in the literature. Even Fisher used it. If a model has perfect predictability, the Residual Sum of Squares will be 0 and R²=1. If a model has no predictive capability, R²=0. In practice, R² is never observed to be exactly 0 the same way the difference between the means of two samples drawn from the same population is never exaxctly 0 or a sample correlation coefficient is never exactly 0.

**R**, the multiple correlation coefficient and square root of R², is the correlation between the predicted and observed values. In simple linear regression, R will be equal to the magnitude correlation coefficient between X and Y. This is because the predicted values are b0+b1X. Neither multiplying by b1 or adding b0 affects the magnitude of the correlation coefficient. Therefore, the correlation between X and Y will be equal to the correlation between b0+b1X and Y, except for their sign if b1 is negative.

**Adjusted-R²** will be described during the discussion of multiple regression.

The **Standard Error of the Estimate** (also known as the **Root Mean Square Error**) is the square root of the Residual Mean Square. It is the standard deviation of the data about the regression line, rather than about the sample mean.